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Are LLMs good human instruction followers yet?
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Instruction

Review the sentence below and identify whether
its grammar is “acceptable” or “unacceptable”.

The mechanical doll wriggled itself loose. .
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Are LLMs good human instruction followers yet?

Instruction

Review the sentence below and identify whether -=e----
its grammar is “acceptable” or “unacceptable”.

The mechanical doll wriggled itself loose. ()

4
(] (] A
¥  Acceptable. & T3
i
]
(Instruction Variant ) !
Please evaluate the grammar of the following sentences E
and mark them as “acceptable” or “unacceptable”. <"""'
The mechanical doll wriggled itself loose. -
4

¥ Unacceptable. €
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Issue: LLMs are sensitive to variations in instructions

ifi Original formattin
Modified separator e = Modified spacing between fields
Passage:<text> Pagsage: <text> Passage: <text> Answer: <text>
Answer H <text> Answer: <text>

3 Modified separator and spacing
Modified casing . .
PASSAGE <text> . Passage <text> Answer <text>
ANSWER <text> PASSAGE: <text> Ny Y% ;
ANSWER: <text>
Task Accuracy

o 0-036 Performance Spread Among Plausible Formats 0.804 1

N2

X 76 accuracy points difference
LLaMA-2-7B

Sclar, M., Choi, Y., Tsvetkoy, Y., & Suhr, A. Quantifying Language Models' Sensitivity to Spurious Features in Prompt Design or: How | learned to start worrying about prompt formatting. ICLR 2024
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Issue: LLMs are sensitive to variations in instructions

Prompt Sample O Prompt Sample @
As a mathematics instructor, calculate uestion: Let z(a) = -871*a || (R . . . . - [
W ke w3t o lyvins protiien S 415 Bell 6§(a) User 1 Review this statement and decide whether it it's slow - very , || user1
related to if a number is a prime: composite number? Answer: LR I Gep el

*‘é& [Yes. Q J i} [ Negative. Q ]

Prompt Sample Prompt Sample

As a mathematics instrector, calculate Question: Let z(a) =-871*a . 3 . sy
the ansxer to the following problem || +415. I (-16) a P2 Linelen IR Aghertion aTul (SR W s 51‘1’“' ~ Ve | user2
related to if a number is a prime: composite number? Answer: 118 2 positive 6T IeeAlive: 4o n VEY S1OW..
-] -]
No. Postive.
o (No. © ] g, (Postive. @ )
a) Typos lead to errors in math problems. Synon lead to errors in sentiment analysis problems.
yp p ynonyms ys1s p

@ ChatGPT gives inconsistent answers when facing variations in instructions.

Zhu, K., Wang, J., Zhou, J., Wang, Z., Chen, H., Wang, Y., ... & Xie, X. (2023). Promptbench: Towards evaluating the robustness of large language models on adversarial prompts. arXiv preprint arXiv:2306.04528.

Contrastive Instruction Tuning 7




Issue: LLMs are sensitive to variations in instructions

Prompt Sample O Prompt Sample @
As a mathematics instructor, calculate uestion: Let z(a) = -871*a || (R . . . . - [
W ke w3t o lyvins protiien S 415 Bell 6§(a) User 1 Review this statement and decide whether it it's slow - very , || user1
related to if a number is a prime: composite number? Answer: LR I Gep el

*‘é& [Yes. Q J i} [ Negative. Q ]

Prompt Sample Prompt Sample

As a mathematics instrector, calculate Question: Let z(a) =-871*a . 3 . sy
the ansxer to the following problem || +415. I (-16) a P2 Linelen IR Aghertion aTul (SR W s 51‘1’“' ~ Ve | user2
related to if a number is a prime: composite number? Answer: 118 2 positive 6T IeeAlive: 4o n VEY S1OW..
-] -]
No. Postive.
o (No. © ] g, (Postive. @ )
a) Typos lead to errors in math problems. Synon lead to errors in sentiment analysis problems.
yp p ynonyms ys1s p

@ ChatGPT gives inconsistent answers when facing variations in instructions. ?
O

Zhu, K., Wang, J., Zhou, J., Wang, Z., Chen, H., Wang, Y., ... & Xie, X. (2023). Promptbench: Towards evaluating the robustness of large language models on adversarial prompts. arXiv preprint arXiv:2306.04528.
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Our solution: Contrastive Instruction Tuning

|ldea: Encourage semantically equivalent inputs to stay close to each other while
dissimilar ones to be far apart in LLMs’ hidden representation space
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Our solution: Contrastive Instruction Tuning (CoIN)

|ldea: Encourage semantically equivalent inputs to stay close to each other while
dissimilar ones to be far apart in LLMs’ hidden representation space

+++ Original Instruction

Does <sentence_2> appear to be an
accurate statement based on

B=

<sentence_1>? Original Instance
[*S

Input:

<sentence_1>: We went to... place to swim.
<sentence_2>: The lake was...

Options: Yes/No
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Our solution: Contrastive Instruction Tuning

|ldea: Encourage semantically equivalent inputs to stay close to each other while
dissimilar ones to be far apart in LLMs’ hidden representation space

(act foken'e hidden state
from the last (ayer

LLM
T

Hidden Representation Space
=

accurate statement based on
<sentence_1>?

Original Instance

Input:
<sentence_1>: We went to... place to swim.
<sentence_2>: The lake was...

+++ Original Instruction
Does <sentence_2> appear to be an
I
“ I
I
I
I
I
)
Options: Yes/No I
I
I
I
I
I
I
I

BS

S VS SN |

Rao i il v i i St i s J
LM Head 4
______________ B | . ]
I A

Label: Yes

Cross Entropy Loss
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Our solution: Contrastive Instruction Tuning

|ldea: Encourage semantically equivalent inputs to stay close to each other while
dissimilar ones to be far apart in LLMs’ hidden representation space

~(+++ Original Instruction )}———————— LLM

.--J] Does <sentence_2> appear to be an Hidden Representation Space
™

i accurate statement based on — —
i i <sentence_1>? Original/Positive Instance)—[:
EE [% b < Input:

Y ,G- Positive Instruction}— <sentence_1>: We went to... place to swim.

1

I

I

|

|

. |

i | Can we conclude that <sentence_2> <sentence_2>: The lake was... |
“-5) if the statement <sentence_1> is true? Options: Yes/No :
I

]

]

j

1

I

S VS SN |

High ™
Similarity
Koo i il v i i St i s J
LM Head 4
______________ a [} [}
| | \‘
,,,,,,,,, I, =l _I -

Label: Yes

Cross Entropy Loss
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~(+++ Original Instruction )}———————— LLM

.--J] Does <sentence_2> appear to be an Hidden Representation Space
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I 1
I |
I |
I |
I |
) |
- if the statement <sentence_1> is true? Options: Yes/No : ,L%\WT !
I |
I |
I |
I |
I |
I |

Can we conclude that <sentence_2> 3
\ “Similarity
: @y
_Negative Instance } B High
Input: Similarity ¢ :
% ontrastive Loss
<sentence_1>: The journalists interviewed... iintinlilinll el
.- i ; MHead 4
i ‘| <sentence_2>: The journalists were... r ) .
A— Normal Negative )-----=--==-==--=---- .| | Options: Yes/No A A A i g jj
: qi

A | <sentence_1><sentence_2> Ll e
N ' Are both of these two sentences : Label: Yes

............................................ ! Cross Entropy Loss
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Our solution: Contrastive Instruction Tuning

|ldea: Encourage semantically equivalent inputs to stay close to each other while

dissimilar ones to be far apart in LLMs’ hidden representation space

Data w/ instructions of different tasks (Far 00Ds) are
S already distingvichable (Liu, Bo, et al. COLING 2024)

.--J] Does <sentence_2> appear to be an Hidden Representation Space A
™ H

E accurate statement based on — e U N P
i i <sentence_1>? {OrlglnaI/Posmve Instance A
Ry J A |
|
|
|
|
|
|
|
|
|
|
|
|

E % Input: Same Task ,:5‘7|:ow
3 A+ Positive Instruction }————

"""" s«. " Similarity_|
3 Lo '
' Can we conclude that <sentence_2> N <sentence_2>: The lake was...

I
I
I
I
<sentence_1>: We went to... place to swim. |
I
L
-3 if the statement <sentence_1> is true? Options: Yes/No L ¥
¥
I
I
I
I
I

_Negative Instance } B “-High ~
Input: S Sorhustivelioes
<sentence_1>: The journalists interviewed... LL;A Tisd l “““““““ f@
:") <sentence_2>: The journalists were... o e 2 e = ‘2
] I I

A— Normal Negative )-----=--==-===-=---- .1 | Options: Yes/No \ i

]
A <sentence_1><sentence_2> ,_ =3
v .. Are both of these two sentences H Label: No Label: Yes
(P H 0} ! . H
x 9 rE_ammath?Ily corrgqt ................... ! Cross Entropy Loss

Liu, B., Zhan, L., Lu, Z., Feng, Y., Xue, L., & Wu, X. M. How Good Are Large Language Models at Out-of-Distribution Detection?. COLING 2024
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Our solution: Contrastive Instruction Tuning

|ldea: Encourage semantically equivalent inputs to stay close to each other while
dissimilar ones to be far apart in LLMs’ hidden representation space
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. ¥ I 8. 1
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. accurate statement based on 2 Input: o Similarity===" ¢ trastive Loss !
"y "' <sentence_1>? ) <sentence_1>: The journalists interviewed... Y 17T 2
'] <sentence_2>: The journalists were... P ) « 0
A— Normal Negative )------------=--==--- .1 | Options: Yes/No A AL e 5 %
' \ 4

N
A . <sentence_1><sentence_2> ) =5
v o ., Are both of these two sentences ; Label: No Label: Yes

. 1 D
x gram_matlcal_ly correc_t_ ____________________ ! Cross Entropy Loss
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Experiment Setup: Training

e Data:
o Datasets from the FLAN collection (52k instruction-instance pairs)
o Forevery pair from a dataset
m Positive sample: randomly select a predefined instruction template as paraphrases
(Avoid making assumptions about specific types of variations in instructions)
m Negative sample: randomly select another pair from the remaining dataset

e Model: Alpaca LoRA

(Refer to paper for more experiment details)
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Experiment Setup: Evaluation

e Sample 300 instruction-instance pairs from each of the 10 GLUE tasks

e Select six cleaninstructions predefined for each task & add perturbations at four
levels following PromptBench

Zhu, K., Wang, J., Zhou, J., Wang, Z., Chen, H., Wang, Y., ... & Xie, X. (2023). Promptbench: Towards evaluating the robustness of large language models on adversarial prompts. arXiv preprint arXiv:2306.04528.
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Experiment Setup: Evaluation

e Sample 300 instruction-instance pairs from each of the 10 GLUE tasks
e Select six cleaninstructions predefined for each task & add perturbations at four
levels following PromptBench
Clean: Review the sentence below and identify whether its grammar is 'Acceptable’ or 'Unacceptable’:
Character: Reiew the seVntence below and identifpy wheoher its gVammar is 'Acceptable’ or 'Unacceptable’:
Word: Analyzed the assertion below and ascertain whether its grammar is "Acceptable’ or 'Unacceptable’:
Sentence: Review the sentence below and identify whether its grammar is 'Acceptable’ or 'Unacceptable’ LGOZMPXsPd:

Semantic: Evaluate the sentence below and determine if its grammar is '"Acceptable’ or 'Unacceptable':

* All instructions are unseen during training

Zhu, K., Wang, J., Zhou, J., Wang, Z., Chen, H., Wang, Y., ... & Xie, X. (2023). Promptbench: Towards evaluating the robustness of large language models on adversarial prompts. arXiv preprint arXiv:2306.04528.
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e Sample 300 instruction-instance pairs from each of the 10 GLUE tasks
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levels following PromptBench
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Semantic: Evaluate the sentence below and determine if its grammar is '"Acceptable’ or 'Unacceptable':

* All instructions are unseen during training

e Metric: Average accuracy (exact match) and standard deviation

Zhu, K., Wang, J., Zhou, J., Wang, Z., Chen, H., Wang, Y., ... & Xie, X. (2023). Promptbench: Towards evaluating the robustness of large language models on adversarial prompts. arXiv preprint arXiv:2306.04528.
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Main Results

Fine-tuned on the came data as CoIN w/o contrastive lose

[l Base Model ' Continual Instruction Tuning 8 CoIN
80

25
—~ 70 69.2. 69.4 67.5 68.8 o
X put
E;ss .g 15
© 5]
- B
45 %
- Character Word Sentence  Semantic Clean Character Word Sentence  Semantic
e ([ Consistent improvement in accuracy & decrease in standard deviation
w/o introducing any new data & training steps
o

& Able to generalize from paraphrases to all types of variations in instructions
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Analyses: Closer Representations of Instruction Variations
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UMAP (Mclnnes et al., 2020) visualization of the hidden representations of decoder’s last output token (300 datapoints from CoLA dataset)

e @ Continual instruction tuning:
Instructions with different variations are clustered into distinct groups — Higher sensitivity

e [ ColN:
Larger overlap between clean & perturbed instructions —More robust to instruction variations
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Analyses: Impact on Different Tasks

(%) Continual Instruction Tuning CoiN A
Task Accuracy Std Accuracy Std | Accuracy Std
Sentiment Analysis 89.0 4.1 90.4 3.1 +1.4 -1.1
Natural Language Inference 64.4 3 66.1 3.5 +1.7 -0.2
Paraphrase Identification 63.0 11.0 68.5 5.9 +5.4 -5.1
Grammar Correctness 62.0 9.2 68.4 39 +6.3 -5.3

e More evident improvement in paraphrase identification and grammar correctness
e Directly benefit from model’s more refined ability to group textual inputs with
similar semantic meanings
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Conclusions

e We propose Contrastive Instruction Tuning (ColN) that aligns hidden
representations of semantically equivalent instruction-instance pairs

e FEvaluation results on PromptBench w/ instruction variations at character, word,
sentence, and semantic level demonstrate ColN'’s effectiveness of enhancing
LLMSs’ robustness to instruction variations

e ColN can be applied to enhance models’ robustness on other prompt component
(e.g. system prompts, few-shot demonstration) and other modalities
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