. . . Motivation
C_()HtI'aStIVG I_IlS’[I‘llC’[l()Il TllIllIlg (CoIN) LLMs are sensitive to variations in instructions

('Instruction )

Tianyi Lorena Yan', Fei Wang', James Y. Huang', Wenxuan Zhou', Fan Yin?2 Review the sentence below and identity whether —____
Its grammar Is “acceptable” or “unacceptable”. I
Aram Galstyan', Wenpeng Yin®, Muhao Chen* . . . '
yan, PENY ’ (Input) The mechanical doll wriggled itself loose. . :
e b R ' '
' &8 USCUniversityof 2 [Ff7arW (e):5:5 i (o) ¥  Acceptable. @
1% Southern California e [a]
, .; (Instruction Variant ) :
- PennState @ Please evaluate the grammar of the following sentences <_ -
7 st s T LD and mark them as “acceptable” or “unacceptable”.
' Code

(Input ) The mechanical doll wriggled itself loose. N

Correspondence to: [V] tianyiy@usc.edu / Q @LorenaYannnnn > o
¥ Unacceptable. &

Method In LLMs’ hidden representation space:
Encourage semantically equivalent inputs to stay close to each other & dissimilar ones to be far apart

e+ Original Instruction

Does <sentence_2> appear to be an
accurate statement based on
<sentence_ 1>?

Original/Positive Instance

Input:

@ + Positive Instruction <sentence_1>: We went to... place to swim.
<sentence_2>: The lake was...

Options: Yes/No

i Can we conclude that <sentence_2>
L=3 |f the statement <sentence_ 1> is true?

— Hard Negative )
Does <sentence_2> appear to be an

Negative Instance

accurate statement based on Input:
'_x—'"<sentence_1>? <sentence_1>: The journalists interviewed...
. 7| <sentence_2>: The journalists were...
~— Normal Negative } = = = = = = = = .| | Options: Yes/No
A I <sentence_1><sentence_2> !
v/ | Are both of these two sentences : L abel No L abel: Yos
'y’ grammatically correct? ,
__________________ Cross Entropy Loss
—~(Training ) 1
g) \ Experiment Setup
« 25 datasets from FLAN collection (52k instruction-instance pairs) - (Evaluation N

+ Positive sample: Instruction paraphrases
(Avoid making assumptions about types of variation in instructions)

— Negative sample: Randomly select one instance from the remaining dataset Six clean instructions
N y + perturbed versions
.

PromptBench + GLUE

-
Clean: Review the sentence below and identify whether its grammar is 'Acceptable' or 'Unacceptable':

Character: Reiew the seVntence below and identifpy wheoher its gVammar is 'Acceptable' or 'Unacceptable':

Word: Analyzed the assertion below and ascertain whether its grammar i1s 'Acceptable' or 'Unacceptable':

Sentence: Review the sentence below and identify whether its grammar 1is 'Acceptable' or 'Unacceptable' LGOZMPXsPd:

Semantic: Evaluate the sentence below and determine i1f its grammar is 'Acceptable' or 'Unacceptable':

* All instructions are unseen during training
N J

1. Consistent improvement in performance w/o introducing any new data and training steps
+ Generalizes from paraphrases to all four types of variations in instructions

Results & Analyses
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. G fla: 31 oq: },3,,. ColN can be applied to enhance models’ robustness on
oo 8o, , Jgete T RN, -,
N g R " - other prompt component (e.g. system prompts, few-shot
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